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Foreword

The "Large Language Model Security Testing Method," developed and issued by the World Digital

Technology Academy (WDTA), represents a crucial advancement in our ongoing commitment to

ensuring the responsible and secure use of artificial intelligence technologies. As AI systems,

particularly large language models, continue to become increasingly integral to various aspects of

society, the need for a comprehensive standard to address their security challenges becomes

paramount. This standard, an integral part of WDTA's AI STR (Safety, Trust, Responsibility) program,

is specifically designed to tackle the complexities inherent in large language models and provide

rigorous evaluation metrics and procedures to test their resilience against adversarial attacks.

This standard document provides a framework for evaluating the resilience of large language models

(LLMs) against adversarial attacks. The framework applies to the testing and validation of LLMs

across various attack classifications, including L1 Random, L2 Blind-Box, L3 Black-Box, and L4

White-Box. Key metrics used to assess the effectiveness of these attacks include the Attack Success

Rate (R) and Decline Rate (D). The document outlines a diverse range of attack methodologies, such

as instruction hijacking and prompt masking, to comprehensively test the LLMs' resistance to

different types of adversarial techniques. The testing procedure detailed in this standard document

aims to establish a structured approach for evaluating the robustness of LLMs against adversarial

attacks, enabling developers and organizations to identify and mitigate potential vulnerabilities, and

ultimately improve the security and reliability of AI systems built using LLMs.

By establishing the "Large Language Model Security Testing Method," WDTA seeks to lead the way

in creating a digital ecosystem where AI systems are not only advanced but also secure and ethically

aligned. It symbolizes our dedication to a future where digital technologies are developed with a keen

sense of their societal implications and are leveraged for the greater benefit of all.

Executive Chairman of WDTA
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